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H E L L O  O L D  F R I E N D …

T H E  O S I  M O D E L



Works well for networking but was looking for a general-purpose equivalent for 
systems…

…namely to break things down before trying to secure them.



I N T R O D U C I N G  C C C S

B R E A K I N G  T H I N G S  D O W N



Components of useful systems are organized in a fairly repetitive pattern, 
one that holds at various scales.



Control Compute Communication Storage



Control

Responsible for managing and orchestrating the overall 
system’s resources and configurations.

M A N A G E M E N T  C O N S O L E S ,  A P I S ,  C O N T R O L  P L A N E  E L E M E N T S  

P O L I C Y  E N F O R C E M E N T,  TA S K  C O O R D I N AT I O N ,  P E R F O R M A N C E  M O N I T O R I N G



Compute

Encompasses the processing power and execution 
environment.

P H Y S I C A L  S E R V E R S ,  V I R T U A L  M A C H I N E S ,  C O N TA I N E R S ,  S E R V E R L E S S

R U N  A P P L I C AT I O N S  A N D  W O R K L O A D S



Communication

Handles the exchange of data and information between 
the different components and systems.

N E T W O R K I N G  P R O T O C O L S ,  I P C  M E C H A N I S M S ,  L O A D  B A L A N C E R S

E N A B L E  D ATA  T R A N S M I S S I O N  A N D  FA C I L I TAT E  C O M M U N I C AT I O N



Storage

Responsible for managing data storage and retrieval.

F I L E  S Y S T E M S ,  B L O C K  S T O R A G E ,  O B J E C T  S T O R A G E ,  D ATA B A S E S

P E R S I S T,  O R G A N I Z E ,  A N D  A C C E S S  D ATA



Let’s see how it works in practice.



M I C R O P R O C E S S O R

C C C S  B R E A K D O W N



D E C O M P O S I T I O N  U S I N G  C C C S

Control

Compute

Communication

Storage

The Control Unit (CU) manages instruction execution, while the Clock synchronizes operations.

The Arithmetic Logic Unit (ALU) performs arithmetic and logical operations.

Buses connect internal components, and I/O interfaces handle external communication.

Registers store data for computations, and the Cache holds frequently accessed data and 
instructions.



O P E R AT I N G  S Y S T E M

C C C S  B R E A K D O W N



D E C O M P O S I T I O N  U S I N G  C C C S

Control

Compute

Communication

Storage

The kernel and system-level services manage resources, coordinate tasks, and enforce policies 
(e.g., scheduling, access control, and security).

The operating system provides an execution environment for applications and services, 
allocating CPU time and managing the execution of processes.

Inter-process communication (IPC) mechanisms (e.g., pipes, message queues, and 
shared memory) enable data exchange between processes, while the networking stack 
manages data transmission between the system and other networked devices.

The OS handles file systems and storage devices, providing a hierarchical structure for 
organizing data and managing storage resources (e.g., hard drives, SSDs).



M O D E R N  C L O U D  S E R V I C E

C C C S  B R E A K D O W N



D E C O M P O S I T I O N  U S I N G  C C C S

Control

Compute

Communication

Storage

Cloud service management platforms and tools (e.g., AWS Management Console, Azure Portal) provide 
control over resource provisioning, configuration, monitoring, and security.

Cloud services offer various compute options, from virtual machines (e.g., EC2 and Azure VMs) and 
containers to server-less functions (e.g., AWS Lambda and Azure Functions).

Networking services (e.g., VPCs, virtual networks, and load balancers) enable communication 
between cloud resources and external systems.

Cloud storage options include object storage (e.g., Amazon S3 and Azure Blob Storage), block 
storage (e.g., Amazon EBS and Azure Disk Storage), file storage (e.g., Amazon EFS and Azure Files), 
and databases (e.g., Amazon RDS and Azure SQL Database).



Great! We now have a framework that provides a convenient 
starting point for analyzing a system we may not be familiar 

with.



Structured

Modular

Scaleable

Predictable analysis

Allows for isolation and specialization

Provides flexibility

It is also:



Great as a learning tool, but tedious to operationalize.

Time to leverage AI for that.



B R E A K I N G  D O W N  K U B E R N E T E S

C C C S  A P P L I E D



S O U R C E :  H T T P S : / / K U B E R N E T E S . I O / D O C S / C O N C E P T S / O V E R V I E W / C O M P O N E N T S /



C O N T R O L

API Server

etcd

Kube-controller-manager

Kube-scheduler

Serves as the entry point for commands and queries. It's the main interaction point for administrators and users 
with the cluster.

A consistent and highly-available key-value store used as Kubernetes' backing store for all cluster data.

Manages different controllers that regulate the state of the system, ensuring the current state matches 
the desired state.

Assigns work, in the form of pods, to worker nodes based on multiple factors such as resource availability 
and user-defined constraints.

A C T U A L  G P T 4  O U T P U T

This layer deals with the management and orchestration of the system. In 
Kubernetes, the control layer is primarily managed by the control plane components.



C O M P U T E

Nodes

Kubelet

Pods

These are the worker machines, VMs, or physical computers that run the workloads. Each node is managed by 
the control plane.

An agent that runs on each node in the cluster. It ensures that containers are running in a Pod.

The smallest deployable units in Kubernetes that can be created and managed. They encapsulate one 
or more containers.

A C T U A L  G P T 4  O U T P U T

This layer is responsible for executing and running the workloads. In Kubernetes, the 
compute layer is primarily represented by the nodes and the pods running on them.



C O M M U N I C AT I O N

Service

Ingress

Network Policies

Container Network Interface (CNI)

An abstract way to expose an application running on a set of Pods as a network service.

Manages external access to the services in a cluster, typically HTTP.

Define how pods communicate with each other and with other network endpoints.

Plugins that are responsible for connecting containers to the host network.

A C T U A L  G P T 4  O U T P U T

This layer ensures seamless communication within the components and also with 
external entities. Kubernetes has a robust networking model.



S T O R A G E

Persistent Volumes (PVs)

Persistent Volume Claims (PVCs)

Storage Classes

StatefulSets

Provides an API for users and administrators that abstracts details of how storage is provided and consumed.

A user's request for storage resources.

Allow administrators to describe the "classes" of storage they offer.

Workloads that need a persistent identity or persistent storage.

A C T U A L  G P T 4  O U T P U T

This layer deals with data storage and management. Kubernetes provides persistent 
storage solutions.



B U I L D I N G  T H E  T H R E AT- M O D E L

C C C S  F O U N D AT I O N



With the decomposition in hand, we can now analyze the 
components of each layer for threats.



Based on the decomposition results, we asked GPT4 to 
conduct a threat-model.


Here’s what we got.



C O N T R O L

API Server



C O N T R O L

etcd



C O N T R O L

Controller Manager



C O N T R O L

Scheduler



C O M P U T E

Nodes



C O M P U T E

Kubelet



C O M P U T E

Containers



C O M P U T E

Pods



C O M M U N I C AT I O N

Service



C O M M U N I C AT I O N

Ingress



C O M M U N I C AT I O N

Network Policies



C O M M U N I C AT I O N

CNI



S T O R A G E

Persistent Volumes (PVs)



S T O R A G E

Persistent Volume Claims (PVCs)



S T O R A G E

Storage Classes



S T O R A G E

StatefulSets



Quick Recap

Define CCCS to GPT4 so it can be used for system decomposition.

Instruct GPT4 to decompose Kubernetes.

Instruct GPT4 to threat-model the decomposed system.



Closing Thoughts



• Relatively easy to get started with AI-based threat-modeling.


• Output can be tailored to different audiences.


• Output can be customized based on the desired methodology.


• Quickly get to a usable template to base the rest of the analysis on.


• Updating the threat-model due to new changes is straightforward.


• Great tool for those just starting out.

On the positive side…



On the downside…

• Need to verify output; LLMs get creative and not always in a good way. Don’t just trust the output!


• Can take several iterations before you get to what you need.


• Sometimes it just won’t consistently follow the output format you asked for.


• Inconsistent quality of threat analysis at times.


• Getting it to where you want it to be in terms of providing the exact output, e.t.c. requires some effort. I’m 
working on something to help with that!



Read more on CCCS here: 

https://github.com/bitsavant/opensdl

Thank You!

wael@bitsavant.com

https://linkedin.com/in/waelsv

Contact me if you’re interested in 
exploring AI-guided threat-modeling.

mailto:wael@bitsavant.com

