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Challenges

Automating Threat
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http://www.youtube.com/watch?v=lMVv3qz-rHs

About the Community Meetup

Our Goal

Exchange real-world experience, share
practical knowledge, validate ideas to
improve our own practice.

Chatham House Rule

Participants are free to use the
information received, but neither the
identity nor the affiliation of the
speaker(s), nor that of any other
participant, may be revealed.

New format: Small group, facilitated
discussion

Agenda

11:00
11:05
11:25
11:45
11:55

Welcome, intro, photo
Presentation

Small group discussion
Readout and insight sharing
Closing and announcement
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Photo Time!
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Basic Threat Modeling Algorithm
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What Can We Automate?

Analyze Existing System

Design Data Flow Diagrams

|dentify Threats

Create Countermeasures

Continuously Iterate and Verify
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Create Tools and Use Al Responsibly!

(#)OWASP. | OWASP Top 10 for LLM Applications v1.1

LLMO09 EXAMPLES

+ Misleading Info: LLMs can provide misleading info without validation.
+ Insecure Code: LLMs may suggest insecure code in software.

Overreliance

+ Monitor and Validate: Regularly review LLM outputs with consistency

Overreliance on LLMs can lead to serious checks.
ConsequenCeS SUCh as misinformation + Cross-Check: Verify LLM output with trusted sources.

+ Fine-Tuning: Enhance LLM quality with task-specific fine-tuning.
legal issues, and security vulnerabilities.
It occurs when an LLM is trusted to make
critical decisions or generate content
without adequate oversight or validation.

+ Auto Validation: Implement systems to verify output against known facts.
+ Task Segmentation: Divide complex tasks to reduce risks.

+ Risk Communication: Communicate LLM limitations.

+ User-Friendly Interfaces: Create interfaces with content filters and

warnings.

+ Secure Coding: Establish guidelines to prevent vulnerabilities.

ATTACK SCENARIOS

+ Disinfo Spread: Malicious actors exploit LLM-reliant news organizations.
+ Plagiarism: Unintentional plagiarism leads to copyright issues.

+ Insecure Software: LLM suggestions introduce security vulnerabilities.

- Malicious Package: LLM suggests a non-existent code library.




Al Attack Trees
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Demos

1. How to use Azure’s OpenAl Studio to create Attack Trees
2. How to create Attack Tree tools with Azure OpenAl endpoint



Small group discussion

e (Question 1: What challenges do you face with
automated threat modeling?

e (Question 2: How have you used Al to support
your threat modeling efforts?
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Insight Sharing

Summary of key highlights and top takeaways from each group
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Next Meetup: “Meta Threat Modeling” (August 23rd, 2024)

e Become a facilitator: Sign up to become a facilitator and help guide the
breakout sessions in our future meetups.

e Join our speaker lineup: Submit your talks to present at future meetups.

e Follow us on LinkedIn @Threat Modeling Connect: Events, content,
updates, and more!
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